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Motivation: Learning Object Dynamics Is Sample Inefficient
- Learning accurate forward dynamics 

models for tabletop manipulation 

require thousands of interactions

- We should exploit symmetries in 

object dynamics using Equivariance

- Physics simulators provide physical 

feasibility across long horizons

- PIEGraph is a neural-augmented simulator 

trained on human-object interaction data.

- PIEGraph guides spring mass systems 

towards equivariant model outputs

- We optimize for action sequences using MPC 

with 1,000 concurrent simulation trajectories

Results

- We outperform explicit simulation with 

system identification

- We outperform GNNs with 30x less data

- PIEGraph learn deformable object dynamics 

with only ~1 minute of data

- Ablations show a significant performance 

increase with a physics informed prior
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