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Abstract Results Conclusions
We propose a closed-loop pipeline for articulated object We conduct our experiments in the SAPIEN simulator. Tasks involve opening doors or drawers to different extents.
manipulation. We first adopt any interactive perception technique to We select an object from each category to visualize the manipulation process with online axis estimation refinement. The initial We present a novel closed-loop pipeline for articulated object manipulation that
induce Sli%ht EbJeCt movementsﬂ and.tracf ﬂzie e;rc;llwng m?nlp(llllagl.On estimated axis is represented by a lighter shade of red, while the progressively refined axis is indicated by increasingly darker integrates interactive perception with online axis estimation.
P Z?Ifesssé rse;teiietgﬁ?fnﬁggél englllgt;g;afe ;X:Saglc?n%tee object shades of red. alt text For each task, we evaluate our methods compared with RGBManip and other baselines separately on By actively manipulating the object and tracking the evolving scene with
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subs% qu egnt robo ticyac “ fn Experiments show that, our n%e thod RGBManip's training set and testing set. Success rates of the first 100 experiments are used as metrics for comparison respectively. SAM2, we segment out the motion components of the articulated object,
. o . > . followed by an explicit online-refined axis estimation
outperforms solely interactive perception methods in tasks requirin : . : .. .
pr eg ise axis-bas egco ntrol PETEEP a s Experiments demonstrate the superiority of integrating axis estimation for more
. TABLE I accurate and efficient manipulation, and indicate the promising potential to
UANTITATIVE COMPARISON BETWEEN OUR METHOD AND BASELINES R R . R R
\ AN employ 2D foundation models for efficient 3D-based manipulation without 3D
Methods Modality | B e e P e | T T | T et foundation models
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GAPuNet! | POD | 695 45 | 14 436 | s0s_ 93 | #4646 Our projecct page: https://hytidel.github.io/video-tracking-for-axis-
Initial _— " "Ours | RGB+PCD | 870 ~ 8§80 | 540 540 | 680 850 [ 390 680 timation/
Observation | ——r= [ Detector —— 1 The study proposes a closed-loop pipeline for articulated \es lmdtion Y
| tai object manipulation by integrating interactive perception For each task, we evaluate our methods compared with
RGB-D S { san with online axis estimation. The key innovation lies in RGBManip and other baselines separately on RGBManip's \
{,‘ffjeﬁfj Frames dynamically refining axis estimation during manipulation, training set and testing set. Success rates of the first 100
Technique ~ of Scene Point Cloud  Tracking Mask leveraging 2D foundation models (SAM?2) for 3D point experiments are used as metrics for comparison respectively. Results of Real-world Deployment
WD — DepthMaps —  Frames TS cloud processing. The methodology addresses limitations Experimental results illustrate that, both our method and
¢ of open-loop and pure perception-based approaches by RGBManip almost outperform other baseline approaches while Open Drawer
: I (R | . .. . . ,
Stioht M ) @ Ours consistently surpasses RGBManip in basic tasks.
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‘(g)bservaﬁon Motion Part Object Tracking 1.Active Interaction: Inducing object movement via TABLE II
- . interactive perception (e€.g., RGBManip) to generate MORE CHALLENGING TASKS FOR OPENING DOOR
| dynamic point clouds. Methods 20° 30° 40° 50°
. . . . Train Test | Train Test | Train  Test | Train  Test
— .1 — 2.Segmentation & Tracking: Using SAM2 to segment RGBMams T 720 750 | 660 660 | 530 560 | 390 380
[ Explicit Axis Estimation } mOVing parts from RGB-D data, filtered via Ours 750 77.0 | 720 70.0 | 62.0 59.0 | 440 440
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m _ 3 3.Axi1s Estimation: Explicitly computing motion axes RGBManip | 320 320 | 260 280 | 230 160 | 220 130
Manipulate : . . .. . . Ours 38.0 41.0 28.0 35.0 22.0 27.0 19.0 22.0 Fig. 3. Visualization of axis estimation for real-world “Open Drawer” and “Open Door” tasks. The initial moment and the three manipulation
! (prismatic/revolute joints) from oriented bounding e ot the OBBa (§oc dhsbe e bosss 5 f) 8 e efis (160 amome) SsAtnaiod with oop Bl e R
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nrrent " boxes (OBBs) of segmented point clouds. TABLE Il
w =] 1 . f . 1 . . MORE CHALLENGING TASKS FOR OPENING DRAWER
) 4.R§a -T}me Re 1nement. Contlnupus yup dating axis Methods 20 cm 25 om 35 cm 40 cm 5 em We demonstrate the effectiveness of our method in real-world deployment by
estimation through iterative manipulation-feedback ROEMEST0—6T0 0570~ 41035050310 20— 130 visualizing the process of the online axis estimation.
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